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Overview
In this blog we go over the basic concepts of logistic regression and what kind of problems can it help us to solve. Logistic regression is a classification algorithm in which we predict a binary outcome by giving some independent variables.
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What is Logistic Regression?
Logistic regression is a regression model where the dependent variable (DV) is categorical; whenever the dependent variable is categorical we apply logistic regression with respect to linear regression.
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Logistic Regression

So, basically what happens here is you calculate probabilities as to what is the probability of Y being 1 and based on those probabilities you take a call that what would be a threshold and whenever your values above that threshold you convert to be a 1 and whenever your value is below that threshold, you calculate it to be 0.

                                                                                            	
	Categorical
	Dependent
 

	Variables that can have only fixed values such as A, B or C, Yes or No
	Y = f(X)
i.e Y is dependent on X


 

Categorical
When your values are fixed or discrete, the values could be either A, B or C.
Dependent
When your Y is dependent on X, you can fit any value in X but the value for Y will be dependent on X or whatever input is given to X, Y will change according to X, hence Y cannot have its own value.

Understanding of logistic regression
When and Why to use
· Logistic Regression can be used for predicting the outcome variable that is categorical or continuous in nature.
· Linear Regression violates the assumption when it comes to the categorical variable outcome there we use logistic regression.
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 What are the two types of logistic regression
1. BINARY LOGISTIC REGRESSION
2. MULTINOMIAL LOGISTIC REGRESSION
 
BINARY LOGISTIC REGRESSION
· Binary Logistic Regression is used when the dependent variable is in the form of (0,1) or (true, false), etc.

Binary Logistic Regression can be used in the following situation:

· If you want to increase the result in sales then you can use logistic regression just by increasing the proportion of mailing.
· A doctor wants to accurately diagnose a possibly  cancerous tumor
· If you want to know whether the next customer is likely to default or not.

Using the Binary Logistic Regression procedure, the catalog company can send mails to the people who are more likely to respond, the doctor can determine whether the tumor is more likely to be benign or malignant and the loan officer can access the risk of extending credit to a particular customer.
 
MULTINOMIAL LOGISTIC REGRESSION
It is used when the dependent or outcome variables have more than two categories.

What is the Sigmoid Function?

It is a mathematical function having a characteristic of the “S”-shaped curve that can take any real value and map it to between 0 to 1. The sigmoid function also called a logistic function.
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                                          		    Sigmoid function

So, if the value of z goes to positive infinity then predicted value of y will become 1 and if it goes to negative infinity then the predicted value of y will become 0. And if the outcome of the sigmoid function is more than 0.5 then we classify that label as class 1 or positive class and if it is less than 0.5 than we can classify it to negative class or label as class 0.
Sigmoid function graph is shown below
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Sigmoid Function
        	
Practical examples of logistic regression
Logistic regression can be used for various classification problems like Spam detection, Diabetes prediction, Fraud detection, Customer will buy a product or go to the competitor, click on an advertisement or not and many more problems like that can be solved by using logistic regression.
Approximately 70% of machine learning problems are related to classification problems and the logistic regression is the most common and useful regression model to do binary classification task.
 
 Logistic Regression: Use Cases
Case 1
· Logistic regression was used in conjugation with the Geographic Information system in 2005, to predict the malaria breeding grounds in Africa. 
· With the help of logistic regression, we can predict areas where malaria patients would exist based on geographical inputs.

Case 2
· Logistics analysis is a statistical technique used by marketers to assess the scope of customer acceptance of a product, particularly a new product. 
· It attempts to determine the intensity or magnitude of customers’ purchase intentions and translates that into a measure of actual buying behavior. 
· Many e-commerce websites assess this behavior using this model.

Code in Python
Source: Dataset.csv
First of all, before proceeding we first import all the libraries that we need to use in our algorithm
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After initializing all the libraries that we need in our algorithm know we have to import our dataset with the help of the pandas library and split our dataset into training and testing set with the help of the train_test_split library.
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As we divide our dataset on the basis of train and test split know we have to scale our feature dataset with the help of StandardScaler library and apply logistic regression on the training set and check the accuracy sore with the help of accuracy_score library.
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We have successfully applied logistic regression on the training set and see that our accuracy scores come 89% so if we take on basis of algorithm it is not so much worse for prediction. As we get the accuracy score of our model now we can see a pictorial representation of our dataset first we have to visualize the result on the basis of the training dataset.
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We plot a picture on the basis of age and estimated salary in which we bifurcate our result in a 0 and 1 value basis. In the same process, we apply for the test set and visualize our result how accurate our prediction is.
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Conclusion
The main concept regarding this blog is to explain regarding logistic regression and telling about where logistic regression can be used and where we are using right now. I think the above blog is very helpful for you to clear your doubts regarding logistic regression more blogs are on the way to stay tuned with us! Keep exploring Analytics Steps.
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In [1]:

# Logistic Regression

# Inporting the libraries
import numpy as np

import matplotlib.pyplot as plt
import pandas as pd

from
from
from
from
from

sklearn.model_selection import train test split
sklearn. preprocessing import Standardscaler
sklearn. Linear model import LogisticRegression
sklearn.metrics import accuracy score
matplotlib. colors import ListedColormap
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In [2]: | # Inporting the dataset
dataset = pd.read csv('dataset.csv')
X = dataset.iloc[:, [2, 3]].values
y = dataset.iloc[:, 4].values

# Splitting the dataset into the Training set and Test set

X_train, X _test, y train, y test = train_test_split(X, y, test size = 0.25, random state = 0)
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In [3]:

# Feature Scaling

sc = Standardscaler()

X_train = sc.fit_transform(X_train)

X_test = sc.transform(X_test)

# Fitting Logistic Regression to the Training set

classifier = LogisticRegression(randon state = 0)
classifier.fit(X train, y train)

# Predicting the Test set results
y_pred = classifier.predict(X_test)

print(‘Accuracy Score :*,accuracy_score(y_test, y pred))

Accuracy Score : 0.89
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In [4]:

# Visualising the Training set results

X_set, y_set

X1,

plt

plt.
plt.

for

plt.
plt.
plt.
plt.
plt.

X_train, y_train
X2 = np.meshgrid(np.arange(start = X_set[:, 0].min() - 1, stop = X set[:, 0].max() + 1, step
np.arange(start = X set[:, 1].min() - 1, stop = X set[:, 1].max() + 1, step
.contourf(X1, X2, classifier.predict(np.array([X1.ravel(), X2.ravel()]).T).reshape(X1.shape),
alpha = 0.75, cmap = ListedColormap((‘red’, ‘green’)))
xlim(X1.min(), X1.max())
ylim(X2.min(), X2.max())
. j in enumerate(np.unique(y_set)):
plt.scatter(X_setly set == j, 0], X setly set == j, 1],
c = ListedColormap(('red’, 'green’))(i), label
title('Logistic Regression (Training set)')
xlabel('Age')
ylabel('Estimated salary’)
legend()
show()

e0.01),
0.01))
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Estimated Salary

Logistic Regression (Training set)
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In [5]:

# Visualising the Test set results
X_set, y set = X_test, y test

X1,

plt.

plt.
plt.

for

plt.
plt.
plt.
plt.
plt.

X2 = np.meshgrid(np.arange(start = X set[:, 0].min() - 1, stop = X set[:, 0].max() + 1, step
np.arange(start = X set[:, 1].min() - 1, stop = X set[:, 1].max() + 1, step
contourf(X1, X2, classifier.predict(np.array([Xl.ravel(), X2.ravel()]).T).reshape(X1.shape),
alpha = 6.75, cmap = ListedColormap(('red’, 'green’)))
xlim(X1.min(), X1.max())
ylim(X2.min(), X2.max())
i, j in enumerate(np.unique(y_set)):
plt.scatter(X set[y set == j, 0], X setly set = j, 1],
¢ = ListedColormap(('red', 'green’))(i), label
title('Logistic Regression (Test set)')
xlabel('Age')
ylabel('Estimated salary’)
legend()
show()

e0.01),
0.01))
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Estimated Salary

Logistic Regression (Test set)
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Lesson 4.4: Logistic regression

K3

¢ Linear regression: calculate a linear function and then a threshold
¢ Logistic regression: estimate class probabilities directly
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% Choose weights to maximize the log-likelihood (not minimize the squared error):
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