Basic Statistics required for Machine Learning and Data Science
1. Probability distribution
2. Normal distribution
3. Bayes’ theorem
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Before dealing with above concept we have to understand the basic term related to these.
Mean: Mean is the average value of any data set.
Ex. Calculate the mean of (1,3,4,9,11)
Mean = (1+3+4+9+11)/5 = 5.6
Mean (µ) =  
      In case of outlier the value of mean change dramatically.
Variance: It is the distance between the mean value and element.
Variance (σ2) =  2
       Standard Deviation: The root value of variance is known as standard deviation.
Median: Median is the middle value of the data set.
Ex. Calculate the median of (1,3,4,9,11)
Ans: 4
Step to calculate the median value:
· Sort the data set in the increasing element.
· For data set having even number of elements the median will be the half sum of nth/2 and (nth+1)/2.
· For data set having the odd number of elements then median will the value of nth/2 element.

1. Probability distribution
To define probability distributions for the simplest cases, it is necessary to distinguish between discrete and continuous random variables. In the discrete case, it is sufficient to specify a probability mass function p assigning a probability to each possible outcome: for example, when throwing a fair dice, each of the six values 1 to 6 has the probability 1/6. The probability of an event is then defined to be the sum of the probabilities of the outcomes that satisfy the event; for example, the probability of the event "the dice rolls an even value" is

p(2)+p(4)+p(6)=1/6+1/6+1/6=1/2.

In contrast, when a random variable takes values from a continuum then typically, any individual outcome has probability zero and only events that include infinitely many outcomes, such as intervals, can have positive probability. For example, the probability that a given object weighs exactly 500 g is zero, because the probability of measuring exactly 500 g tends to zero as the accuracy of our measuring instruments increases. Nevertheless, in quality control one might demand that the probability of a "500 g" package containing between 490 g and 510 g should be no less than 98%, and this demand is less sensitive to the accuracy of measurement instruments.
Reference: https://en.wikipedia.org/wiki/Probability_distribution

2. Normal distribution
Normal distribution is also known as Bell curve or Gaussian normal distribution. It tells as about the distribution of data or the spread of the data.
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Fig 1.1. Resources: https://en.wikipedia.org/wiki/Probability_density_function#/media/File:Boxplot_vs_PDF.svg

Formula for Normal distribution:
[image: ] 
Resource:  appliedaicourse.com
3. Bayes’s theorem
In probability theory and statistics, Bayes’s theorem (alternatively Bayes’s law or Bayes’s rule) describes the probability of an event, based on prior knowledge of conditions that might be related to the event.
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Reference: appliedaicourse.com 

4. Central limit theorem
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