Introduction to K Nearest Neighbor – Supervised Machine Learning Technique, Diving deep into Euclidean Distance

Instance Based Classifiers, store the training records. Use the training records to predict the class of a label of unseen cases
Examples of instance-based classifiers will be as follows: - 
a) Rote-Learner- Memorize the entire data and perform classification only if attributes of record match one of the training examples exactly 
b) Nearest Neighbor -Uses k closest points i.e. nearest neighbors for performing classification
K-Nearest Neighbor, in short KNN, is also known as instance-based method of predicting a class for a query point. It can be used in both classification and regression problem statements. The underlying philosophy of KNN is “birds of same feather flock together”. KNN is also known as a lazy learner (unlike eager learners like decision tree induction and rule-based systems) because it classifies a query point based on data points in the training set and is also known as memory-based classification technique. It does not build models explicitly.
Nearest Neighbor Classifiers require three things 
· The set of stored record 
· Distance metric to compute distance between records
· The value of K, the number of nearest neighbors to retrieve 
To classify an unknown record
· Compute the distance to other training records
· Identify k nearest neighbors
· Use class labels of nearest neighbors to determine the class label of the unknown record, for example by taking majority vote                           







Definition of nearest neighbor [image: K Nearest Neighbors]

Choosing the value of k

· Classification is sensitive to correct selection of k
· If K is too small, it leads to overfitting 
· Algorithm performs too good on training set, compared to its true performance on the unseen test data 
Small K- less stable, influenced by noise
Larger K-less precise, higher bias

Determining neighbors
To find out the nearest neighbors, there are different ways. One of the most often used technique is Euclidean distance. Pythagoras theorem is the same as that of Euclidean distance. In mathematics, the Euclidean distance, or Euclidean metric is the ordinary distance between two points, and is given by Pythagorean formula. By using this formula as distance, Euclidean space becomes metric space. The associated norm is called Euclidean norm. Other distance methods include Manhattan distance, Minkowski distance, Mahalanobis distance, Bhattacharya distance etc.
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More on Euclidean distance 
The distance formula is highly dependent on how features, attributes and dimensions are measured
Those dimensions which have larger possible range values will dominate the result of distance calculation using Euclidean formula. Hence attributes have to be scaled to prevent distance measures from being dominated by one of the attributes. For example, income of a person may vary from 10K to 2 lacs
To ensure all dimensions have similar scale, data is to be normalized on all dimensions/ attributes
There are multiple ways of normalizing data, one of them being Z-score standardization


Pros and Cons of KNN

Pros:
· Simple to implement and use
· Robust to noisy data by averaging k-nearest neighbors
· KNN classification is based solely on local information
· Decision boundaries can be of arbitrary shapes

Cons:
· Curse of dimensionality: distance can be dominated by irrelevant attributes
· O(n) for each instance can be classified
· More expensive to classify a new instance than with a model

Conclusion 
The idea of this blog is to create awareness and share basic inputs and insights on the most commonly used technique of supervised learning. KNN is a widely used supervised machine learning algorithm. This note shares relevant concepts and ideas that are attached to KNN for better understanding. Details around KNN and other concepts is best tried to be explained in the simplest possible manner. Hope you enjoy this read, leave a note to share your inputs for improvement, if any!
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(a) 1-nearest neighbor  (b) 2-nearest neighbor  (c) 3-nearest neighbor

K-nearest neighbors of a record x are data points
that have the k smallest distance to x
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